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Abstract. Epidemic protocols have demonstrated remarkable sciadiid ro-
bustness in disseminating information on internet-sady@amic P2P systems.
However, popular instances of such protocols suffer frorratmer of significant
drawbacks, such as increased message overhead in pushdyasems, or low
dissemination speed in pull-based ones.

In this paper we study push-based epidemic disseminatimmitims, in terms of
hit ratio, communication overhead, dissemination speed resilience to failures
and node churn. We devise a hybrid push-based dissemirgionithm, com-
bining probabilistic with deterministic properties, whitmits message overhead
to an order of magnitude lower than that of the purely proligtii dissemination
model, while retaining strong probabilistic guaranteesfimplete dissemination
of messages. Our extensive experimentation shows thatropoged algorithm
outperforms that model both in static and dynamic netwodnacios, as well as
in the face of large-scale catastrophic failures. Moreaer proposed algorithm
distributes the dissemination load uniformly on all pap#ting nodes.
Keywords: Epidemic/Gossip protocols, Information DisseminatioeeRto-Peer

1 Introduction

Large-scale information dissemination constitutes funelatal functionality for a mul-
titude of applications, ranging from file-sharing and wetsting to the massive dis-
tribution of software, security patches, and world-widermaalert notifications. The
emergence of new types of applications for large-scalerdeslezed systems drives the
need for efficient, reliable, and scalable information éisgation frameworks.

Early attempts for information dissemination focused otwoek-layer solutions,
leading to a number of IP Multicast protocols. These prot®cely on functionality
embedded in routers, that enables the dynamic construatigpanning trees that reach
all participating nodes, but generally provide no relidpijuarantees. A number of so-
lutions have been proposed on top of IP Multicast, such as fRkhd RMTP [13], to
improve its reliability. Nevertheless, IP Multicast is naitlely deployed on the Internet
mainly due to extra complexity and state imposing on routers

Application-layer multicastorms an alternative class of solutions that has emerged
in the recent years. The main advantage of these solutiahatigshey are very gene-
ric, and, therefore, they can be directly deployed over y&daetwork infrastructure.

Part of this work is funded by the European IST-FP6-15964eptcAEOLUS (Algorithmic
Principles for Building Efficient Overlay Computers).



There exist application-layer multicast protocols thatvide reliability guarantees [8].
However, many of them do not scale well to a large number oEsgii7].

A class of application-layer multicast has recently eméige 2, 21], based on the
structure of DHTs such as Chord, Pastry, and Tapestry. VBltaimmon in these DHTs
is that, in their respective overlays, each node is the rbattoee spanning the whole
network. These spanning trees are used for message disgemirAlthough systems
of this class are nearly optimal with respect to messageheast, a single failure along
a spanning tree can result in a whole branch missing a medsaifjges are disregarded
as a whole in [3], where the assumption of reliable commuitnas made. Scribe [2]
provides by default best-effort delivery. Reliability imjproved to some extent by im-
posing TCP connections among nodes, a rather heavy assmnfiptidynamic, large-
scale P2P networks. Finally, Bayeux [21], a system mainiyetid at data streaming,
improves on reliability by redundantly disseminating naggss across different paths of
a spanning tree. However, its design is exposed to scdlapithblems, as each request
to join a group is routed to a single node managing that group.

Gossip-based protocols, such as Bimodal Multicastcés) [1] and Directional
Gossip [14] form an alternative to broadcasting approae¥igsout sufficient redun-
dancy. Each node forwards a message to a small random stiltsetreetwork, and so
on. These protocols generally provide oplpbabilisticguarantees for message deliv-
ery. However, they are attractive because they are easyploydand resilient to node
and link failures, due to redundant message deliveries.h@rother hand, scalability
can suffer if nodes are required to maintain full knowleddehe network, notably
when node churn is at stake. Optimizations have been sweghes{1] to overcome
such scalability issues.

Other gossiping protocols, such lagcast[4, 5] and [12, 7] provision for member-
ship management too. In particular, [7] describes a hybigsdemmination system, that
multicasts messages using a tree-based hierarchicatisyand locally switches to
gossiping when a large number of failures is detected. Thestcols drop the as-
sumption of full knowledge of the network. Each node mamtaa small view of the
network, consisting of a few links to neighbors, which aredifor dissemination. This
makes them highly scalable. However, due to their protstlilnature, a message may
fail to reach the whole network even in a fail-free enviromn@&o alleviate this, highly
redundant message forwarding is employed.

Excessive redundancy of push-based approaches can bededhie retaining a
high hit ratio, by employing pull-based epidemic technisjugodes periodically poll
other nodes to pull messages they may have missed. Howkggpetiodic nature of
pull-based gossiping results in relatively long latencynadssage dissemination, sig-
nificantly longer than reactive push-based approaches. Waat consider pull-based
techniques in this paper.

Contributions

The contributions of this paper are three-fold. First, wedgtthe algorithm proposed
in [12] (which we call RRNDCAST), we observe and quantify the excessive message
overhead it imposes on the network, and explain why the aé&dkat, probabilistic



dissemination algorithmeequires high levels of redundancy to disseminate messages
to the whole node population.

Second, we reason that imposing some leved@terminismon probabilistic dis-
semination algorithms can substantially reduce the degrezelon message redundancy,
introducing the class diiybrid (probabilistic/deterministic) dissemination alithms
Protocols of this class achieve deterministic dissenamat all nodes in fail-free envi-
ronments. When failures occur, their reliability degragescefully with the number of
failures.

Third, we propose RIGCAST, a novel hybrid dissemination algorithm, which achieves
complete dissemination of messages (hit ratio 100%) witbrdar of magnitude lower
message overhead compared iR CAST. Our extensive experimentation and side by
side comparison of the two protocols, show that&CAST outperforms RNDCAST
in terms of hit ratio, message redundancy, tolerance to mbden, and resilience to
(even large-scale) node failures. Moreover, both algoritidistribute the dissemination
load uniformly on all participating nodes.

2 Evaluating a Dissemination System

A number of issues are of concern when evaluating or comganfiormation dissemi-
nation systems. Itis essential for the rest of this papéstéHe metrics used to evaluate
the effectiveness and usefulness of a dissemination system

Hit ratio This is defined as the ratio of nodes that receive a messagéevetal node
population. It rates the dissemination reliability. Idgah reliable dissemination
system should always achieve a hit ratio of 100%. In our etéda (Section 7) we
present graphs of the complementanigs ratiometric, defined asMissRatio =
1 — HitRatio.

Resilienceto failuresand churn For a dissemination system to be meaningful in a
real-world dynamic network, it should operate reasonaldyl im the presence of
node or link failures, and node churn. The operation undeh sonditions is eval-
uated by means of the hit ratio, described above.

Dissemination speed The time required for the dissemination of a particular ragss
to complete. The faster a message is disseminated the. lizigsemination speed
depends on two principal factors. First, the delay in fodiag messages (process-
ing delay on nodes plus network latency). Second, the nuiisops a message
takes to reach the last node. In our evaluation we focus olatter factor.

Message overhead The overall number of times a message is forwarded durirdists
semination. For a message to red€hecipients, it should be forwarded a minimum
of N times. In practice, however, messages are forwarded a nuohibedundant
additional times, to sustain churn and failures. Messagehmad rates a dissemi-
nation system with respect to preserving or wasting netweskurces.

Load distribution The distribution of load over nodes, in terms of messagesived
and messages forwarded. Ideally, load should be evenlytuistd among partici-
pating nodes.

In this paper we are interested in reliable disseminatiome$sages originating at
anynode toall participating nodes. We do not focus on optimizing the digsation



when nodeP generates message,
or receivesn from node( do
if m not already seethen
targets— selectGossipTargetg)
foreach T' € targetsdo send(’, m)
endif
end

function selectGossipTarget9)
targets— view-{Q}
return targets

end

(a) (b)
Fig. 1. (a) The generic dissemination algorithm. (b) Gossip tasgétction for deterministic dis-
semination (flooding).

of messages with respect to any proximity metric or by buijdh spanning tree. Also,
we do not consider positive or negative acknowledgementgauests for retransmis-
sion of lost messages. Instead, we introduce redundancessage dissemination and
examine its relation to the level of reliability achievedeWvestigate the power of
epidemics at disseminating messages to all nodes, withhepinabability.

3 Deterministic Dissemination

Consider a system consisting 8f nodes, and a set of directed links among them. A
messagean originate at any of the participating nodes, and aimeaathing the whole
network. A node that generates a new message or receivessaged®sr the first time,
forwards it acrosall its outgoing links. If a node receives a message for the secon
time, it simply ignores it. As an optimization, a messagedsar forwarded back to
the node it was just received from. This basic algorithm temfeferred to aflooding
Figure 1(a) shows the pseudocode for the disseminatiomitiigo

The distinguishing characteristic of flooding is that ona daterministically con-
trol dissemination by imposing the appropriate overlay lo@ modes. The underlying
requirement to guarantee complete dissemination stdiriimg any participating node,
is to form astrongly connected directed grapmcluding all nodes. A multitude of
overlays have been proposed for information dissemindtyomeans of flooding, each
one demonstrating a different behavior with respect to terios listed in the previous
section.

Spanning treesr simplytreeswere among the first types of overlays proposed for
flooding. Their strong point is that they are optimal withgest to the number of links
maintained and, consequently, to the message overheadassowvith dissemination.
Indeed, in a network consisting &f nodes, the complete dissemination of a message
over a tree involves exactly — 1 point-to-point communications. Their main disad-
vantage, though, is that a single failure of any link or any-teaf node disconnects
the tree prohibiting messages from reaching all nodes. Atsintaining a valid tree
structure, ensuring the graph is connected and yet acyslitot a trivial task in the
presence of failures. For these reasons, trees are nobleuiitet dynamic environments
where failures can happen.

A special type of tree-based overlays for flooding is fieever-basedlass étar
graphg, where all nodes are connected by bidirectional links tmgle node acting as
a relay server. In these overlays all but the server nodeeafeniodes, therefore their

% a directed graph in which there is a directed path betweeradgred pair of nodes



failure has no effect on the remaining nodes, but the sergeotimes a single point of
failure. In addition, such overlays demonstrate the woosisible load distribution, the
server node being linearly loaded by the number of nodes amdber of messages
being disseminated, rendering it a non-scalable solution.

On the other end of the spectrum téques(complete graphs In such a setting,
every node has a complete view of the network. A node broasleamessage by send-
ing it to every other node in the network. This provides maxinreliability, at the cost
of high maintenance costs. Although messages always rdlaubdas irrespectively of
how many nodes have failed, maintaining this type of oveidagnpractical. Maintain-
ing a fully connected graph is expensive in networks larganta few dozen nodes,
notably when the membership changes continuously.

A class of flooding overlays deserving more attention is the based oarary
graphs introduced by Harary in [9], further studied by Jenkins &wemers [11], and
applied by Lin et al. [15] in flooding. A Harary graph of contigity ¢ is a minimal
link graph that is guaranteed to remain connected when #p-td nodes or links fail.
Its minimum cut, therefore, consists bfinks. Moreover, in a Harary graph links are
evenly distributed across nodes, each node having ditbiet + 1 bidirectional links.
An example Harary graph of connectivity two is a bidirecabring, that we will use
later in Section 5.1. Such overlays are very appealing flarination dissemination in
the presence of failures, as they are guaranteed to sugtainaucertain number of fail-
ures while imposing the minimum message overhead (for thregponding reliability
guarantees), and this overhead is evenly balanced actosslak. The maintenance of
such graphs, notably of higher connectivifycan be a complicated and expensive task
for large-scale, dynamically changing networks.

4 Probabilistic Dissemination

Acquiring reliability by imposing systematic structure owerlays is infeasible in dy-
namic networks of massive scale. In this section we take ladb@n appealing alter-
native, probabilistic disseminatiomlgorithms, which trade-in deterministic reliability
guarantees in return of overlay construction and mainteaaimplicity.

In these algorithms, dissemination is not guaranteed bynmefa strategic topol-
ogy, but by increased redundancy in message forwardingb@hie idea is that a node
receiving a message forwards it to a numberasfdomother nodes. It turns out that if
that number is sufficiently high, messages reach all nodésanmiigh probability [12].
The choice of random nodes to forward messages to can bg basitlled by a PER
SAMPLING SERVICE, as described in [10]. The main advantage of probabilisge d
semination algorithms is that they are very simple to immatrand inherently tolerant
to dynamic environments, at the cost of increased messagbead.

4.1 The RANDCAST Dissemination Algorithm

We consider a system consisting 8f nodes. Each node runs th&ER SAMPLING
SERVICE, providing it with a small, random, partial view of the netikoA message
can originate at any of the participating nodes, and aimsaathing the whole network.
A node that generates a new message or receives a message fiestttime, forwards
it to (up to) F' nodes, called the nodegossip targetschosen randomly from itsEER



SAMPLING SERVICEView. F' is a system-wide parameter, called farout A message
is never forwarded back to the node it was just received fi6igure 2 shows the pseu-
docode for the selection of gossip targets in tre\BCAST dissemination algorithm.

function selectGossipTarget3)
targets— F' random nodes fromiew-{Q}
return targets

end

Fig. 2. Gossip target selection for theARD CAST dissemination algorithm.

Note that this algorithm is quite efficient at spreading a $age to a considerable
percentage of the nodes in the network very fast, specifieaéxponential speed with
baseF: A new message progressively reachids (=1, the message generataF)!,
F2, ... other nodes. Consequently, a message spreads vesvéasfor small values
of F > 2. As expected, dissemination slows down when the messagenarded to
nodes that have already received it. However, if the selpatif nodes to forward a
message to is uniformly random, this slowdown is expectdoktaegligible until the
message has reached a substantial percentage of the network

Despite its strength at spreading messages fastiD€AST is not as efficient at
achievingcomplete disseminatiothat is, to reach every single node in the network. It
is by nature a probabilistic algorithm. Evenin the abseri¢ailures, it provides no hard
guarantees that a message will reattimodes. It is not hard to see why. By forwarding
messages at random, a hode has no guarantees that at leakit®irecoming links will
be chosen to forward the disseminated message. To all¢kiatf@bundant redundance
should be introduced by means of a large fanout. Howeverigimot desirable, because
message overhead increases proportionally to the fareowe avill see in the evaluation
in Section 7. The RNDCAST dissemination algorithm has been analyzed and evaluated
by Kermarrec et al in [12].

In the following section we introduce a novel class of hyltigsemination algo-
rithms, combining deterministic and probabilistic disseation. We also present a par-
ticular protocol of this class. We defer the evaluation afhrotocols until Section 7,
where they are compared side by side.

5 Hybrid Dissemination

As we discussed above, although probabilistic protoc@gand at spreading messages
fast even for small values @f, a large value of' is mandated to reach every single node
in the network. This inefficiency can be tackled by introsgcsomedeterminismin the
selection of gossip targets, ensuring any possible dissinn graph is connected and
includes all nodes.

Hybrid dissemination protocols aim at combining probaitiiti and deterministic
behavior. To that end, they establish two types of links agnoodes. Random links~(
links) contribute to their probabilistic behavior, and deteristiic links (d-links) bring
in determinism. R-links are simply links randomly selectgbt like in purely prob-
abilistic dissemination protocols. When presented withessage, a node forwards it
across a few r-links. Consequently, messages initiallgaptto a large portion of the
network at close to exponential speed.



However, a message being disseminated should reach emgtg siode in the net-
work. That is, it should be forwarded across at least onenmig link of each node.
The basic idea is to establish a set of d-links, and have nietesministically forward
messages acroall their outgoing d-links, in addition to a few of their outgginlinks.

If the set of d-links forms an overlay compliant to the detimistic dissemination pro-
tocols’ requirement, that is, it forms a strongly conned@écted graph including all
nodes, complete dissemination of messages is guarantesaech a graph, each node’s
indegree is at least 1. Moreover, if we ensure that the grafihed by the d-links has a
minimal cut oft, then complete dissemination is guaranteed even in thepcesof up
tot — 1 faulty nodes.

Hybrid protocols effectively decouple the two fundamergahls in information
dissemination. On one hand, spreading a message to a largentege of the nodes
fast, and on the other, reaching every single node. The pilidtec component carries
out the bulk of the dissemination task, while the deterniimisne takes care of the
fine-grained details.

What makes hybrid dissemination protocols attractivehéd the set of d-links does
not need to form a particularly sophisticated and hard-tatain structure. The sole
requirement is that the set of d-links forms a strongly catee directed graph over all
nodes. A simple structure satisfying this requirement im@.rfn the following section
we explore how it can be used as a basis for a practical hyissdchination system.

5.1 TheRINGCAST Dissemination Algorithm

We introduce RNGCAST, a novelhybrid dissemination algorithrthat—even with a
very low fanout—guarantees complete dissemination inlarfifree environment. In
the presence of failures, its performance degrades grficafavertheless still outper-
forming RANDCAST. Finally, when confronted with continuous churniN@ CAST
proves again more reliable thamaRDCAST, excluding nodes that joined the system
very recently (for which it performs worse).

As discussed above, hybrid dissemination algorithms raairitvo types of links
between nodes, namely r-links and d-links. R-links are oamdinks, obtained by a
membership management protocols such as HERFSAMPLING SERVICE [10]. With
respect to d-links, RIGCAST organizes nodes inglobal bidirectional ringstructure.
A bidirectional ring constitutes a strongly connected dwags required by determinis-
tic dissemination protocols. Figure 3 illustrates an exEnfpNGCAST overlay, where
nodes form a bidirectional ring, and each one has a singlgoing r-link.

Just like in the dissemination protocols discussed eadieode that generates a new
message or receives a message for the first time, forwa@iptto) ' nodes, wheré’
is the system-wide fanout parameter. However, in the caBena$ CAST, a node always
forwards a message to its two ring neighbors (sending itsadte two outgoing d-links),
and acrosg” — 2 randomly selected r-links. If the message was receiveditiirmne
of the node’s ring neighbors, the node forwards it to the otimg neighbor, and across
F —1random r-links. Figure 5 shows the pseudocode for the seteof gossip targets
in the RNGCAST dissemination algorithm.

Note that a bidirectional ring is a Harary graph of connéttitwo, that is, its mini-
mal cut is two. Consequently, although no single node faitan break the ring in two
disjoined partitions prohibiting complete disseminatiorthe remaining nodes, such a



D-links R-links

Message /
source

Fig.3. Example of a RNGCAST overlay.
Nodes are organized in a bidirectional ring
(by means of thel-links), and each one has Fig.4. Example of a message dissemination in
a numbe_r (in th's case only one) outgoing a partitioned ring. For clarity, only a few of the
random links (-links). followed r-links are shown.

function selectGossipTarget3)
targets— {}
if ringNeighborl# @ then targets— targets+ {ringNeighbor%}
if ringNeighbor2# Q then targets— targets+ {ringNeighbor2
targets— targets+ (F —targets.sizgrandom nodes fromview—{Q})
return targets

end

Fig. 5. Gossip target selection for thesf®Rs CAST dissemination algorithm.

situationwill occur if two non-adjacent nodes fail. In most cases, howdhisris not a
crucial problem for dissemination, as d-links are only omeet of the process. R-links
can carry the message to arbitrary nodes, most often bgdbie gap between two or
more disjoined ring partitions. Effectively, it sufficesafiyonenode of an isolated ring
partition receives the message, as the message will prapsmgahe whole partition
over the d-links. Figure 4 presents a complete disseminatenario over a ring split
in several partitions. As we will see in the evaluation ini8et7, RNGCAST achieves
a high hit ratio (higher comparatively toARDCAST) even in the presence of many
failed nodes.

6 Buildingthe RANDCAST and RINGCAST Overlays
The r-links and d-links are built using epidemic protocals:t

Random links (R-links) Several methods may be applied to randomly sample peers
in an unstructured peer-to-peer overlay, e.g. by meanseoPHER SAMPLING SER-

VICE [10]. In RINGCAST we use &CLON [19], an epidemic protocol that is an instance
of the REER SAMPLING SERVICE, and that has shown to produce overlays that strongly



resemble random graphs. Omitting certain details, WCCON each node maintains a
small view of?.,,. links to random other nodes. A node periodically gossip$ wit-
other node, tradingomeof their links with each other. As a result, node views are
periodically refreshed by links to random other nodes in nieéwvork. At any given
moment, the current snapshot of the nodes along with theis lfesembles a random
graph.

Deterministic ring links (D-links) Such links are maintained using a proximity-based
topology construction epidemic protocol, here we useMITY [20]. The basic idea is
that nodes maintain short views of the network of length. They periodically gossip
to random other nodes, exchanging their views. Upon epidgmaw exchanges, a node
keeps thd,,;. links to the closest peers according to a given proximityrieethis way,
the neighbor set of each node gradually converges to thestipgers out of the whole
node population. Here proximity refers to the distance leetw—arbitrarily chosen—
sequence IDswhich determine the organization of nodes in a ring stmgtiihe d-
links of a node are the two peers with just higher and just fesegjuence ID. Links to
a few more peers with gradually higher and lower sequencatBsot involved in the
dissemination protocol, but are useful in maintaining tihg in dynamic conditions.

Note that both these protocols have a periodic nature. Eadh imitiates an epidemic
view exchange (per protocol) once evdrytime units (nodes have independent, non-
synchronized timers). We refer 6 as thecycle of the protocol. This will be relevant
in Section 7.3, where the churn rate is defined relative tattote length.

7 Evaluation

We evaluate the two protocols side by side in three scendfFiost, in a static and
failure-free network. Second, in a static network righea# catastrophic failure, that is,
after the sudden failure of a large number of nodes. Finiallg,dynamic network under
continuous node churn. Evaluation was done with respedteddllowing criteria, as
discussed in Section 2:

1. Hitratio
2. Dissemination speed
3. Message overhead

We do not explicitly address load balancing, because baitopols are by nature dis-
tributing the load across all nodes evenly. A node receigimgessage forwards it t6
others, just like any other node.

Experiments were carried out using the PeerSim simula®). (/e tested all sce-
narios by instantiating a network of 10,000 nodes. Each weake running @CLON
and, in the case of RGCAST, VICINITY too, as described above, with view length 20
for each protocol{.,. = ¢vi. = 20). The view lengths are not crucial for the behavior
of these algorithms ([20]). Nodes were initially suppliedhwa certain single contact
in their CycLON views, forming a star topology. INITY views were initially empty.
After letting the network self-organize (for the record veeit run for 100 cycles, which
were more than enough), we started disseminating messagesdrious nodes picked
at random.



We assume a very simple dissemination model, that allows sisitly the evolution
of disseminations in terms of discrete rounds, that we lvafis The generation of a
message is marked hop 0. At hop 1, the message redc¢mesghbors of the origin
node. At hop 2, it further reaches the neighbors’ neightaord,so on. This way, we can
evaluate the progress of a dissemination by counting thebeuof messages sent and
the number of new nodes notified per hop.

An implicit assumption underlying our dissemination mogethat the processing
delay and network latency between all pairs of nodes areaheesAlthough latencies
vary in a real wide-area network, our assumption does nat haweffect on the macro-
scopic behavior of dissemination with respect to the hibrddissemination relies on
nodes forwarding the messages they receive. A node thatesca message for the
first time, forwards it to the same number of neighbors pickét the same logic, irre-
spectively of the time this happens. Consider for instameestcenarios of RND CAST,
executing over the same static overlay (assume gossipingiisntly stalled), starting
from the same origin and each node picking the same gosgjpttain both cases. If
pair-wise latencies are different in the two scenariosgitiker in which nodes are noti-
fied may change, but the exact same set of nodes will have eetually notified. In
the case of RRGCAST, the set of nodes notified may change, but the same macrascopi
behavior is maintained.

7.1 Evaluation in a Static Failure-free Environment
We first evaluate and compare the two protocols side by sideohgidering a failure-
free static environment.

We instantiated a network of 10,000 nodes in PeerSim. Eade m@&s running
CvycLON and, in the case of RGCAST, VICINITY too as described above, with view
length 20 for each protocol. Nodes were initially supplieithva given single contact
in their CycLON views, forming a star topology. INITY views were initially empty.
After letting the network self-organize for 100 cycles, warted posting messages and
observing their dissemination.

We ran a number of experiments—not presented here—to igag¢stthe effect of
gossiping speed on dissemination. More precisely, we ezglthe relation between
the gossiping period and message forwarding time, thahéstiime is takes a node to
process a message and forward it to a neighbor. We variedelsage forwarding time
from zero to several times the gossiping period. We recordedffect whatsoever on
the macroscopic behavior of disseminations. That is, afjhachanging the message
forwarding time results in different experiments, withfdient nodes being reached
each time and in a different order, all macroscopic propsytsuch as the hit ratio, dis-
semination speed, and message overhead, are presersatbitiard to see why. With
respect to VCINITY -managed d-links, they are not even altered by gossip exgsan
once the optimal sets have been obtained. With respectta. GN-managed r-links,
these are random links anyway, irrespectively of whethey thre being updated fast
or are currently fixed. Consequently, forwarding a messdgegaa few of them has
an equivalent effect regardless of whether gossiping rtiiashégh rate or is currently
stalled.

Having verified this, we chose to disseminate messagedigedoverlays in all ex-
periments presented in this section. This choice was piiyrmaade to limit simulation
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execution to a reasonable time, considering the large nuoflexperiments we carried
out. So, in each experiment, after self-organizing for 1{fles, the overlay was frozen
and only then did disseminations start.

Miss ratio (% nodes not reached) Complete disseminations
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Fig. 6. Dissemination effectiveness as a function of the fanouta flailure-free static network of
10K nodes. (a) Miss ratio averaged over 100 experiment&€lentage of 100 experiments that
resulted in complete dissemination.

For each value of ranging from 1 to 20, we posted 100 messages from various
nodes picked at random, resulting in a total of 2000 expartsér each protocol.
Since the hit ratio approaches 100% even for small valuds, @f is more meaningful
to present the miss ratio instead, in logarithmic scaleuféd@(a) presents the dissem-
ination miss ratio averaged over 100 experiments for eadhevaf . RANDCAST
and RNGCAST are represented by light and dark bars, respectively. Tiss ratio for
RANDCAST appears to be dropping exponentially as a function of thedah'. Note
that no dark bars appear in this graph, as the miss ratio flRGRAST is zero for any
choice ofF'. This comes as no surprise, aBNR CAST’s operation guarantees complete
dissemination in failure-free static networks.

Figure 6(b) shows the percentage of experiments that esbuita complete dis-
semination, for each value df. With respect to RNDCAST, it is interesting to see
that the transit from 0% to 100% follows a rather steep culfag.instance, even with
a fanout of 5, although the overall hit ratio was above 99.99¢.(6(a)), none of the
100 experiments resulted in a complete dissemination. @/idnout of 7, more than
half of the disseminations were complete, while by furtimeréasing the fanout to 11
or higher we get only complete disseminations. As far asdCAST is concerned, this
graph validates once again that disseminations are alwaygplete, irrespectively of
the chosen fanout.

Having seen to what extent messages eventually spread,w&ahke a closer look
at the evolution of dissemination hop by hop. Figure 7 shdvesgrogress of all 100
dissemination for each protocols, for four different fateoMore specifically, it shows
the number of nodes that have not yet been notified, as a funatithe hops taken.
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Fig. 7. Dissemination progress in a static failure-free networR @K nodes. 100 experiments of
each protocol are shown.

Four main observations can be made by examining these grBjpsis for a given
fanout, all experiments of a protocol demonstrate very bwaalations in their progress
with respect to the hit ratio and dissemination latencysThimportant as it shows that
by selecting the appropriate fanout value, we can tune asysidissemination behav-
ior to a good level of accuracy. Second, we notice a clear-eetgu—influence of the
fanout on dissemination latency. The higher the fanoutstiater a dissemination’s
duration. Third, we observe that the progress of dissenginatfor the two protocols
is alike for a few initial hops, when the message has not yattred a significant por-
tion of the network. The protocols differentiate only afsesubstantial percentage of
the nodes (i.e., at least 80%-90%) have been notified. Thigligect effect of the two
protocols’ operation. By forwarding messages at randoaNBRCAST hardly reaches
any more non-notified nodes, in an already saturated netw@rkhe contrary, by also
forwarding messages along the ringNR CAST exhaustively reaches out to every sin-
gle node. Finally, we see that the higher the fanout the nioréesly the two protocols
disseminate messages. However, in all casesRAST reaches the last node in fewer
hops, demonstrating a lower dissemination latency.

The third metric we are interested in is message overheadefdready mentioned
in Section 4.1, message overhead increases proporticieathe fanout. Indeed, if a
node forwards a newly received messagé'tother nodes and/;,;; hodes are reached
in a dissemination, the total number of messages sénkid',;;. Figure 8 confirms this
assessment. The shaded segments represent the numbesafetseeaching nodes for
the first time (noted as “virgin” nodes). The striped segraeapresent the number of
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Fig. 8. Total number of messages sent, divided in messages sent-y@tootified and already
notified nodes.

redundant messagethat is, messages reaching already notified nodes, anefohner
constitute a waste of network resources. As the networkistsnef 10K nodes, for
a given fanout’ a complete dissemination involvés x 10K total messages, out of
which 10K are messages to “virgin” nodes, and the (gst- 1) x 10K are redundant.
The two graphs are practically identical except for low fatsp for which RANDCAST
disseminations do not reach all nodes. These graphs astrdtive with respect to the
reason the fanout should be kept as low as possible.

7.2 Evaluation after Catastrophic Failure

For a system to be usable in a realistic environment, it haspe with failures. In this
section we explore the behavior of the two protocols in tlee faf catastrophic failures,
that is, when a number of nodes suddenly break down.

We set up the experiments like the ones in the previous sediid before starting
the disseminations we kill a randomly chosen portion of tbdes. That is to say, for
each experiment we simulate a network of 10,000 nodes, alftorganize for 100
cycles, and stall gossiping. We subsequently remove a ralydihosen set of the nodes
and examine dissemination over the remaining ones.

Unlike failure-free static networks where ongoing gossiphas no influence on
dissemination after some point (see Section 7.1), in the ¢hdailures gossipingoes
have an effect, namely a positive one. Following a catakioifailure, gossiping allows
the network reorganize itself, removing links to dead nate$reestablishing valid ring
links. In our experiments gossiping wast allowed following the catastrophic failure,
exploring the ability of a partially damaged overlay to @isgnate messages without
giving it the chance to self-heal. This was our deliberateiad aiming at testing a
catastrophic failure’s worst-case influence on disseronat

Figure 9 presents the dissemination effectiveness for pottocols after catas-
trophic failures killing 1%, 2%, 5%, and 10% of the nodes. &inly to Figure 6 in the
previous section, the graphs on the left show the miss ratid,the ones on the right
the percentage of disseminations that reached all nodesfuaction of the fanouf'.
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Fig. 9. Dissemination effectiveness as a function of the fanousfatic network of 10K nodes,
after catastrophic failures of 1%, 2%, 5%, and 10% of the sode
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One can clearly see thatiRsCAST is more effective at disseminating messages in all
experiments. A closer look at these graphs shows that aothme of the catastrophic
failure grows larger, the difference between the two protseffectiveness decreases.
However, even when 10% of the nodes are killed at oneceGRAST demonstrates an
order of magnitude lower miss ratio tharnRD CAST. The lower miss ratio of RIG-
CasT reflects on the significantly higher percentage of compléisenninations for
small fanouts.

Fanout 2 Fanout 3
100 & 1006%@—9—9—@-&@%‘ —
[ B [ /ﬁy
- [ L N
3 J
10 ° 10
[}
[ 2 [
Q
154
[
1F = 1F E
o
=
L %] L 4
01} E 8 o1l E
I 2 oI %@Z
| RandCast @ ] X | RandCast @ Y 1
0.01 | nglcaSt' A I I 4 0.01 Rlpgcaﬁt' A I AN A
0 5 10 15 20 25 30 0 2 4 6 8 10 12 14 16 18
hops hops
Fanout 5 Fanout 10
100 @—6—9—0—@mgg T T T ] 100 —&—@—@5, T T T
L ’//// 4 L g
1
>
10 | E 3 10 E
e
Q
L I
[
1F E = 1F E
- g
2] -
[
0.1 E B 0.1 E
o [= o
| RandCast O | X | RandCast O ]
0.01 | RingCast -5 9 0.01 | RingCast —< - ® 9
0 2 4 6 8 10 12 0 1 2 3 4 5 6 7 8
hops ho

ps
Fig. 10. Dissemination progress in a static network of 10K nodesy afitastrophic failure killing
500 nodes (5%). 100 experiments of each protocol are shown.

Figure 10 shows the evolution of disseminations after astatphic failure of 5%
of the nodes, in accordance to Figure 7 in the previous sedace again, the relation
between the chosen fanout and dissemination latency ifederiVe also see that the
evolution of disseminations exhibits small variations &ogiven configuration, like in
the case of a failure-free static network.

7.3 Evaluation under Churn

Apart from catastrophic failures, a system should also e tabdeal with node churn,
thatis, continuous node arrivals and departures. In tlitis® we examine the behavior
of the two protocols under churn.

We evaluate the two protocols against the artificial churdetdescribed here. In
each cycle a given percentage (known as the churn rate) dbraly selected nodes are
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removed, and the same number of new ones join the networlk. tRat this constitutes

a worst case churn scenario, as removed nodes never comesoad&ad links never

become valid again, and new nodes have to join from scratetteéfed both protocols

with a churn rate of 0.2%, which, given a gossiping period@&&conds, corresponds
to the churn rate observed in the Gnutella traces by Saral[&8].

Unlike experiments on static networks where a small numbeydes sufficed to
warm up the respective overlays (Sections 7.1 and 7.2),rempats on dynamic net-
works required significantly more warm-up cycles. A netwofki0,000 nodes was let
gossip in the presence of continuous artificial churn, @wviéiry node had been removed
and reinserted at least once. For all experiments this teedral thousand cycles. Then
the respective network was frozen, and the resulted overées/tested with respect to
dissemination effectiveness.
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Fig. 11. Dissemination effectiveness as a function of the fanouthépresence of node churn.
In each cycle, a randomly selected 0.2% of the nodes was eninand replaced by an equal
number of newly joined nodes.

Figure 11 shows the miss ratio and the percentage of comgliteminations as a
function of the fanout. Although RGCAST results in a lower miss ratio thanARD-
CasT for low fanouts (2 to 5), it performs slightly worse for fartsu6 or higher. It
should also be noted that none of the protocols achieves@nyplete disseminations,
except when maximizing the fanout, in which casen® CAST appears to be perform-
ing better again.

By looking at these quantitative graphs alone, one couldectanthe conclusion
that RNGCAST is not any better—if not worse—thanaRD CAST when node churn is
at stake. A closer, qualitative examinationvdiichgroups of nodes contribute to each
protocol’'s miss ratio will prove otherwise. As we will seeiN& CAST’S miss ratio is
almost entirely due to its poor performance at reaching ypgeihed nodes, while it
provides good dissemination guarantees to all older nodes.

Along these lines, we now investigate the relation betweeode slifetime, that is,
the number of cycles since it joined the network, and its chaf receiving a dissemi-
nated message. Figure 12 presents the distribution of lifetienkes after the execution
of several thousand cycles, when every node has been reraodetinserted at least



once. In fact, Figure 12 plots the exact count of nodes haaigiyen lifetime, aggre-
gated over 100 experiments, in log-log scale. Given thah#gterork consists of 10,000
nodes and the churn rate is 0.2%, at each cycle 20 random acelegicted and 20 new
are added. Therefore, the number of nodes having a givetimigecannot exceed 20.
For all 100 experiments together, the number of nodes of endifetime ranges from
0 to 2000, hence the range of the vertical axis.
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Fig. 12. Distribution of node lifetimes, summed over 100 experingent

The distribution of lifetimes of nodes thatere not notifiedluring dissemination, is
presented in Figure 13. The distributions for two fanouessirown, 3 (top) and 6 (bot-
tom). It is clear that in all cases newly joined nodes (i.ee®that joined up to 20 or
30 cycles ago) experience significantly higher miss ra@mtbther, older nodes.IRG-
CAsT, in particular, results in quite more misses (notice thedogje) than RNDCAST
for these nodes. Nevertheless, for nodes that have beea iretivork for at least 20 or
30 cycles, it demonstrates a substantially lower miss ratinost negligible compared
to that of RRNDCAST. For instance, let us take a look at dissemination with fanou
6. Although RNGCAST appears to have a higher overall miss ratio thatnRCAST
(Fig. 11), it hardly suffers any misses for nodes that joiatlkast 20-30 cycles earlier,
contrary to RANDCAST. Its miss ratio is entirely attributed to misses in newlyngd
nodes.

The implication behind this observation is worth notingNRCAST proves to be
a better dissemination tool, except for the first few cycligeraa node’s join. Once a
warm-up period of a few cycles has elapsed, a node receiMdiss¢minated messages
with very high probability. For a gossiping period of 10 sede and a view length
Leye = 20, the warm-up phase amounts to a bit over 3 minutes. In agjolicawhere
faster node joins is vital, new nodes can gossip at an arijttagher rate for the first
few cycles, to complete their warm-up phase correspondifagit. However, this is a
mere optimization and will not be considered further in théper.

At this point, it is interesting to understand why new nodgsszience more misses,
and why this phenomenon is more intense iINGCAST. Nodes are notified through
their incoming links. Their probability of being notified ightly related to how well
they are known by other nodes. A new node joins the network w&ro indegree,
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Fig. 13. Distribution of lifetimes of nodes that were not notifiedsmed over 100 experiments.

and gradually increases it. Until a node’s indegree reattiaverage indegree of the
network, it has less chance to receive a message than odtier; bonnected nodes. This
shows clearly in the aforementioned graphs (Fig. 13).

More specifically, a new node’s r-link indegree increasesy in each of its first
few cycles, and takes approximately,. (herel.,. = 20) cycles to stabilize to the
average indegree of the network (which/jg. too). This is a property of €CLON,
which manages r-links. So, forARIDCAST, which depends solely onX&LON, we
observe a steep decrease in misses for nodes of lifetimesdgin 20, followed by an
immediate stabilization thereafter. This is a direct effeche join process in €CLON,
which takes approximately,,. cycles to establish the average number of incoming
links.

On the other hand, RGCAST also depends on IZINITY to form the d-links (i.e.,
the edges of the ring). However, a node does not benefit froomiing VICINITY links
until the appropriate incoming d-links are formed, thatustil it eventually becomes
known by its two direct ring neighbors. Generally this does mappen instantly, but
may require an undefined—yet small—number of cycles. Uhgéht a newly joined
node relies only on its incoming r-links to receive messa@esging that phase, it is
clear that newly joined nodes have better chances to recedasages in RNDCAST,
where messages are forwardeda-links, as opposed to onlif — 2 r-links in RING-
CAsT. This explains why RNGCAST exhibits more misses thanARD CAST for nodes
that joined roughly in the last 20 cycles (Fig. 13).

Note that the further curve in misses for lifetimes greaient 100 simply follows
the lifetime distribution of the general node populatioig(A.2).

8 Conclusions and Discussion

We explored push-based epidemics for information dissatitin in very large-scale
systems, focusing on limiting redundant messages whi&mnieg strong probabilistic
delivery guarantees. We introduced a new class of pushdlsdemic dissemination
protocols, which combine probabilistic with deterministeatures. The probabilistic
component contributes in the exponential spreading of agess while the determinis-
tic component takes care of the “fine-grained job”, makinggbat a message reaches
every single node. We proposedN&CAST, a new protocol of this hybrid class, and



by extensive experimentation in static, dynamic, and tettpkic failure scenarios per-
formed better than RNDCAST, and at a significantly lower communication cost (mes-
sage overhead).

Some applications may require higher reliability in dynamnvironments. Recall
from Section 3 that a bidirectional ring is a Harary graph dhimal cut two. One
way to increase reliability, would be to design gossipingtpcols that form Harary
graphs of higher connectivity. Another, simpler way, is tganize nodes in multiple
rings, assigning them a different random ID per ring. In beabkes, reliability would be
improved at the cost of increased gossip traffic.

Another potential optimization is proximity-based disseation. Proximity can
have many faces, e.g., geographic distance, domain naterkéops, etc. In the pro-
tocols examined in this paper, proximity is not taken intagideration. For instance, a
message originating in the Netherlands could follow a patth&s Netherlands: Aus-
tralia — Switzerland— Canada— Greece— Uruguay— New Zealand. Obviously,
such a path is far from optimal.

A straightforward way to partially deal with domain name xiroity in RING-
CAsT, is to incorporate domain names in thecwWITy similarity function. In this
version of RNGCAST, a node forms its ID by reversing its domain nhame (country
domain first) and appending a randomly chosen number. he.lR of a node at the
. i nf.ethz. ch domain of the ETH Zurich could beh. et hz. i nf. 1234. With-
out any additional modifications, nodes naturally selfasrige in a ring sorted by do-
main name, and domains sorted by country.

Finally, it should be noted that the protocols discussedis paper are perfectly
suitable fortopic-based publish/subscrilieo. In topic-based pub/sub, a number of
topicsare defined, and each event is associated with one of theravéiits associated
with a topic should be delivered to all nodes subscribedab titpic. The usage of dis-
semination protocols such asARDCAST and RNGCAST for event dissemination is
straightforward. Each topic forms its own, separate digsation overlay. Subscribers
join the overlay(s) of the topics of their interest. Finalyents are multicast by dissem
inating them in the appropriate dissemination overlay.

In this research we have explicitly not considegadl-baseddissemination. We
expect it to significantly improve the efficiency of the provbin terms of reliability.
However, additional issues have to be taken into accounh as the pull frequency,
the duration for which nodes maintain old messages, thedfibaffers on nodes, etc.
Pull-based dissemination is left as future work, as it dtusts a natural extension of
our current research.
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